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USE OF ABSTRACT INTERFACES IN THE DEVELOPMENT
OF SOFTWARE FOR EMBEDDED COMPUTER SYSTEMS

INTRODUCTION

This report describes an approach to software design and procurement that should be
useful in the acquisition of software for embedded computer systems. We will refer to a com-
puter system as embedded whenever it is specifically developed to function as a component of a
significantly larger system. This is intended to distinguish embedded computer systems from
computer systems that are developed as general mechanisms to be used in vaguely specified
applications. A "general purpose" operating system is an example of a nonembedded system;
the "message processors" developed for use in communication networks are good examples of
embedded systems.

Although we cannot precisely delineate embedded and nonembedded systems, the sys-
tems with which we are concerned have the following characteristics:

® The designer of the embedded computer system is not free to define the interfac to
his system. He is required to meet an interface thai was determined by factors beyond his
control. For example, he cannot define the input language or specify the character set to be
used.

® The constraints placed on the computer system by the interface requirements are strict
and often quite arbitrary. The external system is not tolerant of deviations; a system may
come very close to meeting the requirements and still require very extensive modifications be-
fore it can be used.

® The interface often changes during the period in which the computer system is
developed. The system in which the computer system is embedded may be being developed at
the same time, or it may be undergoing evolutionary changes while in use. Because the com-
puter system is only one of many components, the effects of any changes on the computer sys-
tem are given relatively little consideration.

® Often there are several similar systems with similar requirements, but the interface re-
quirements are so strict that it is not practical to modify one computer system to replace the
other. This may happen because of evolutionary changes or because two different contractors
have "total system" responsibility. In such cases, there is a great deal of duplicated effort.

This description of an embedded system is somewhat broader than the standard military
definition of "embedded." We include other systems which have many of the same problems.
Many of the statements we make hold for a broader class of systems, but the problems are
more acute in embedded systems.

Manuscript submitted April 13, 1977
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: These characteristics place those who must write software specifications in a dilemma
W described by the following statements:

® Those who will produce the software must be provided with a precise description of
the requirements that the software must meet. Without a precise specification, the chances
that the product will be statisfactory are low; without specifications, one must depend on the
good will of the software developer, because one cannot prove that a product is defective.

® The details of the interface must be considered unknown. It is almost certain that the
requirements that one could describe in a contract will not be the same as the requirements
that must be satisfied when the system is used.

® Systems developed to meet old interfaces are often surprisingly hard to adapt to the
current interface. Many early design decisions have been based on information which is no
longer valid [1]. Finding those portions of the code that must be changed is difficult, time con-
suming, and expensive.

® Finding an alternative source of supply for changes is unlikely. Knowledge of imple-
mentation details is needed to make changes. Competition does not hold the price down.

The subject of this report is one way to escape from this dilemma. This report proposes
an organization of the software that results in divorcing the majority of the code from the tight
constraints.

EXAMPLES

To illustrate the problem, we describe three examples of embedded computer systems,
emphasizing the reasons that the interfaces can be expected to change.

A Message-Forwarding Station for an
Existing Communication Network

A not unusual application of a computer is to automate the work of the human operator
at a relay point in a communications system. The operator must observe incoming messages
and detect those that require action on his part. In addition to delivering messages to addres-
sees, he must keep logs and assist in the preparation and transmission of outgoing messages.
Many communication networks have complex coventions for identifying and routing messages.
The conventions are especially complex if the channels in use may be noisy. Often the con-
ventions have evolved to a point where they appear completely arbitrary and capricious.
Nevertheless the conventions must be strictly observed or messages may go astray. If a hu-
man operator at one station is replaced by a computer, the system conventions will not change.

| The computer will have to meet the same interface as the man did. Most improvements in
| routing conventions, etc., will be made to increase communication effectiveness (priority
‘ schemes, etc.), not to make programming easier. Although the functions to be performed will
not change much, the interface can be expected to change repeatedly both during the program-
ming and after the system becomes operational.
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Radar Data Analysis

Computers are often used to process data obtained from radar units to prepare displays
for human operators and detect significant events. The requirements to be met by the comput-
er system are determined primarily by

® physical laws (propagation characteristics, gravity, air resistance),
® radar and associated communications technology,

@ (raffic conventions (such as minimum safe distances),

® human characteristics (these are man-machine systems), and

® display technology.

It is significant that "computer characteristics" is not in this list of determining factors; the
computer system is expected to adapt to an interface constrained by these factors, not vice ver-
sa. Although the physical laws can be assumed to stay constant, the other factors can and do
change* Improvements in radar technology, traffic patterns, etc. wiil not be renounced in ord-
er to save the cost of computer system revision.

Address-List Processors

A somewhat less obvious example of an embedded system is a system to process address
lists stored on tapes or other files. Postai-system conventions determine the addressing con-
ventions. The interface conventions are not quite as strict or arbitrary as in the above exam-
ples, but they must nonetheless be observed. One can easily imagine the reaction of a US.
postman to a letter addressed according to the German convention: city before street, zip code
before city, house number after street. Our postal system would attempt to interpret the house
number as a zip code, the street name as a town, the town name as a street name, and the zip
code as a house number. Moreover the conventions change. A change in the German system
(to place street before town) was recently announced. Since address lists are often purchased
from a variety of sources, there are many input formats.

APPLYING THE INFORMATION HIDING PRINCIPLE
WHEN EXTERNAL INTERFACES MAY CHANGE

References 1 through 3 have introduced a guideline for use in making the early design
decisions in software design — particularly those decisions that determine the decomposition of
the system into components for independent design (and later independent modification).
This has been called the information hiding principle. Essentials of the procedure suggested are
the following:

1. Identify a list of design decisions for which change cannot be ruled out (data structure,
algorithms, etc.).

*Some readers may object to the statement that "human characteristics” will change. Although human beings as a class
may stay the same, it is not infrequent to replace one class of operators with another (for example, to replace college
educated engineers with specially trained technicians) Further, our understanding of the best way to communicate
with humans may improve, and this 1s effectively the same as a change in the characteristics of the operator




DAVID L. PARNAS

2. Make each design decision the "secret” of one module. In other words, the programs
that cannot be coded without knowledge of this decision comprise a module. No program is in
two such modules.

3. Design the module interface. The interface consists of the "subprograms"” needed by
the module user in order to make use of the module’s data structures and algorithms without
knowing the design decision that is being hidden. This interface is so designed that it can be
kept unchanged even if the data structures or algorithm must be revised. The set of programs
is kept minimal in the sense that only those that cannot be efficiently performed without direct
access to internal data are in the module. Most of the tasks that require the data are performed
using the interface functions.

Readers who are encountering this idea for the first time should read Refs. 2 through 4
before continuing.

The information hiding principle was developed and presented as a means of reducing
the cost of changes in internal design. Here external aspects are likely to change. The infor-
mation hiding principle suggests a system structure in which those aspects of the external in-
terface that are likely to change are hidden from the bulk of the system.

Such a system would have a structure such as that shown in Fig. 1. The large box
represents those programs whose function is not dependent on volatile details of the interface.
The small box has the changeable aspect of the world as its "secret." The designer can now
design the interface to the large box relatively free of the constraints associated with embedded
systems. Diagrams such as Fig. 1 are much easier to draw than they are to realize. We have
not yet demonstrated that such an organization is feasible; we have not shown how to design
the system. We have only reformulated the problem.

APPLICATIONS
PACKAGE

\ { Fig. | — Structure of a system formulated according to the

information hiding principle

INTERFACE
PROGRAMS

r

WORLD
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Our new formulation allows us to propose the following procedure:

1. Specify the "internal" interface, that is, the interface between the little box and the
large box.

2. Obtain an implementation of the large box. The software producer considers the large
box to be the whole system.

3. Near completion of the large box (or whenever the actual interface is really known)
specify the small box. The software in the small box is constrained to use only the specified
interface to the large box. It is not allowed to modify code or refer to data structures that are
part of the large box.

4. Future changes in the external interface should result in changes to the small box but
not the large box.

Again we have reformulated the problem but not solved it. A skeptic may well ask how
we can make 4 come true. We have not shown why such an artifically derived interface is
preferable to our best guess about the actual interface. That is the subject of the next three
main sections.

"ABSTRACT" INTERFACES
What is an Abstraction?

In recent years the word "abstract” has become one of the buzzwords of the computer
field. In some discussions it is used euphemistically to mean vague, unrealistic, or
insufficiently specific. In others it is used to mean formal, highly mathematical, etc. In this re-
port we refer to something as an abstraction if it represents several actual objects but is disasso-
ciated from any specific object.

It is the many-to-one relationship that is critical. For example, differential equations are
one mathematical abstraction that can represent many real systems as diverse as RLC circuits
and collections of springs and weights. An abstraction represents some aspects of the system
but not all. Consider a map as an abstraction representing a road network. This graph may
represent the lengths of the roads, but not the type of pavement or colors. Thus, one such
graph could represent many different road systems, including both black or green, asphalt or
concrete. The common aspects of the road systems (the lengths of the various road segments)
are represented; their differences are not.

Why are Abstractions Useful?

If all properties of the abstract system correspond to properties of the real system, then
we can learn about the real system by studying the abstraction. Everything that is true about
the abstraction corresponds to some fact about the real system, although the reverse need not
be true. The abstraction is usually easier to study. It is far easier to find a good route by
studying a road map than by exploring the road network itself. Abstractions are simpler and
more simply described than the actual objects. With the proper abstractions, we ignore all of
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the details that are not relevant to our analysis. More important, any result that we obtain by
studving the abstraction can be reused! It can be applied to other systems that the abstraction
represents. For example, mathematical results obtained by studying the equations representing
electrical circuits were later applied to the study of electrical motor systems. Directed graphs
provide another example. An incredible variety of problems have been solved by representing
the system as a graph and applying well-known algorithms to find the shortest path, prime cy-
cles, etc.

What is an Interface?

It is often assumed that the interface between two software components may be
described by describing the format of the information that they exchange. This is a gross
oversimplification which has resulted in a great many expensive errors. A complete description
of the interface must include a statement of all of the assumptions that each component makes
about the other [3]. Anything less is not a complete description of the ways (intended and
unintended) that the two components might interact. The list of assumptions usually includes
an explicit description of the intended interactions; unintentional interactions can occur if one
of the components violates an assumption that the other makes.

A description of the formats used for information exchange does not describe all of the
assumptions. Assumptions about the meaning of the information, resource usage, etc. must
also be described. In fact, one can describe an interface without describing the formats of the
information exchanged. One can define a set of programs to be used for inserting and access-
ing information. One then describes the way that these programs influence each other’s
behavior. This can be done without describing the data structure that is used [4]. The
definition of these procedures or programs is a part of the description of the interface between
any components that use the programs to communicate. A description of the formats used by
those functions need not be included, because neither component makes any assumptions
about the format. We repeat: an interface description is a decription of a set of assumptions.
The description of an interface between several programs is not complete unless all of the as-
sumptions that the programs make about each other are included.

What is an Abstract Interface?

We use the phrase abstract interface to refer to a set of assumptions that represents more
than one possible interface. An abstract interface will model some properties of those inter-
faces that it represents but not all. It will describe their common aspects while hiding (or ig-
noring) the differences. It will not generally be sufficient to permit development of a working
system.

As with any valid abstraction, all facts that are true of the abstract interface are true of
any one of the actual interfaces that it represents. It follows that any program that can be
demonstrated to be correct using only the information about the abstract interface will be
correct (usable) for any of the real interfaces represented by the abstract interface.

However the information in the abstract interface, being restricted to that information
that is true for many distinct actual interfaces, is not generally sufficient for the writing of a
complete program. Any programs that we write and verify, using only that information implied
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by the description of the abstract interface, will not be incorrect. They will however assume
the availability of programs that cannot be written with~ut additional information. These pro-
grams are being written by "stepwise refinement” [5,6]. They can be completed by adding pro-
grams that use the additional information specific to the actual interface and not true for all in-
terfaces represented by the abstract interface. Those programs constitute the small box in Fig.
L.

In summary, the procedure that we are discussing can be formulated in yet another way:

1. Specify an abstract interface embodying all the information shared by all of the possi-
ble actual interfaces;

2. Procure programs to meet this abstract interface (the large box of Fig. 1):

3. Procure additional programs in order to meet the actual interface (the small box).

A change in the actual interface that does not violate assumptions made in step 1 can be made
without changing the programs in 2. Step 3 must be repeated whenever such changes occur.

A SIMPLE EXAMPLE: A SYSTEM TO PROCESS DATES

The procedure being discussed can be illustrated by considering the problem of writing a
program that will read in a date from some input media, compute, and print out the date 3
weeks from the input date. There is no standard format for representing dates. Among the
many ways of representing dates are:

February 10, 1941 (month day in month, year),

10 February 1941 (day in month month year),

10 February 41 (day in month month last two digits of year),
10.2.1941 (day in month.integer encoded month.year),

2/10/1941 (integer encoded month/day in month/year),

41.2.10 (last two digits of year.integer encoded month.day in month),
41 February 10 (iast two digits of year month day in month),

4141 (day in year, last two digits of year).

Not only are there many formats, but it is impossible to look at a date and be certain which
format it is in. Consider 10.11.12 or 12 November 10.

In spite of the variety of possible input formats, the algorithm for calculating the new
date need not change if the format changes. It must be possible to organize the program as
suggested by Fig. 1.

Compiling and Checking the List of Assumptions

The first step toward defining the abstract interface (the interface between the two boxes
in Fig. 1) is to list assumptions that we may safely make about all possible input formats:

® [t will be possible to calculate the year of the input date. If the two-digit encoding of
the year is used, there will be no doubt about which century is intended. (If anyone is foolish
enough to violate this assumption, the software designer cannot help him.)
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@ [t will be possible to calculate the month of the input date.

® [t will be possible to calculate the day of month of the input date.

We have used the phrase "it will be possible to calculate" rather than "the input will contain”
so that our assumptions will be valid even if one changes to the use of a Julian date (41, 1941),
or to some cryptic encoding of the date.

The "list of assumptions” is intended to be a complete list of all that we need to know
about the interface* in order to write the bulk of the code for the system. Such a list should
be checked to make sure that it has neither excess information nor insufficient information.
Excess information is information that is either (a) not needed to design the system or (b) not
known at this time. There is insufficient information if some major portion of the system can-
not be implemented without making additional assumptions.

It is possible that a list of assumptions has insufficient information because, were the in-
formation provided, it would be type-b excess information. Under these circumstances the in-
formation must be designated as a parameter of the design. The design should be carried as far
as possible in terms of this parameter and without assuming a specific value for it.

If we view such an assumption list in this light, innocent looking statements will be
found to have rather far-reaching implications. Consider the following example:

"The message will contain a string that is a unique identifier of the message."

The implications of including this statement in an assumption list are the following:

® [n all possible formats it will be possible to find a string that is the unique identifier
mentioned.

® The bulk of the system’s code can be written without knowing how to find that string
in the data.

® The bulk of the system’s code can be written without knowing any more information
about the string (its length, that it is an integer, that H never appears, or whatever). [f we give
no information about an item except that it is a string, we are stating that the item's structure is unim-
portant.

® The system will never need to distinguish between two messages with the same
identifier. All code may be written assuming that the identifiers never repeat (that a message
IS never sent twice).

® Without the assumption of the existence of such a unique identifier, the bulk of the
system's code could not be written.

It is imiportant that the reviewers of such statements recognize that the assumption list
will be used to draw up a specification that will be given to developers instead of information

*The characteristics of the calendar (such as, 30 days hath September. ) are not considered part of this interface If
such assumptions are likely to change, we will hide them in a separate module

J—
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about the actual interface. Insufficient information in the assumption list will mean that im-
portant functions will not be implemented. Excessive information means that the system
might be unnecessarily restricted in its applicability. Highly critical, careful review is essential.

Designing the Interface

The four assumptions about dates above allow us to assume the ability to implement
integer-valued input procedures, YEAR, MONTH, and DAY that return the year, month of
vear, and day of month, respectively. A description of these integer procedures and the assump-
tions about their meaning constitutes the abstract interface. All programs in the large box of Fig.
I can be written in terms of those procedures. If a new actual interface is encountered, a new
implementation of those procedures will be needed. However, as long as our assumptions
about the input remain valid, the remainder of the program need not be changed.

SUMMARY OF THE PROPOSED METHODOLOGY

The date-processing example given in the preceding section, though extremely simple, il-
lustrates the main steps of the methodology that we are describing. The key to this method is
a departure from the standard view of an interface as a set of formats for data commurication.
Instead we consider an interface to be defined by the set of assumptions that the components
make about each other. Recognizing that an abstraction is something that represents many in-
stances, we base the design of an abstract interface on that subset of the assumptions
represented in the various actual interfaces that is true for all actual interfaces. Usually, the
various possible interfaces have too little in common to allow complete programs to be written
on the basis of these assumptions. The assumptions are sufficient to allow us to describe the
syntax and semantics of a set of functions that can be implemented using additional informa-
tion about an actual interface. Application programs written in terms of these functions are
valid and usable for all input formats that satisfy the stated assumptions. The programs written
to implement these input functions are specific to the particular interface and must be changed
whenever the actual input format changes.

When an embedded computer system is procured and the actual interface to the comput-
er system is not known, the major purchase should be a system that meets only the abstract
interface. The contractor should be given precise specifications for the abstract interface and
should be required to build a system that will work using any valid implementations of the
functions supplied to him. In a typical system most of the code will be in that portion of the
system that assumes the availability of those functions; the programs needed to implement the
interface functions are small. Procurement of these additional programs can usually be delayed
until the main part of the system is almost ready to be used. At this point, one usually knows
enough about the actual interface to write a complete specification. Since precise specifications
of both the actual and the abstract interfaces are available, the coding does not require
knowledge of the internal structure of the remainder of the system. Competitive procurement
may be used.

The success of this method depends on
® our ability to anticipate changes or variations sufficiently well that the assumptions

made in defining the abstract interface prove valid for the actual interface (the oracle assump-
tion) and
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® the various possible interfaces having enough in common so that the additional pro-
grams needed to meet the actual interface are significantly smaller than the remainder of the
system (the big-large-box assumption).

If these conditions do not hold, the methodology described may be of little help.

The use of abstract interfaces does not give the implementor of the large box more free-
dom than a conventional approach; it constrains him more tightly. He is prevented from mak-
ing assumptions about the actual format. Even if the same contractor eventually makes both
parts, we are forcing him to make his system better structured by defining this "internal" inter-
face.

A LARGER EXAMPLE: A SYSTEM TO PROCESS MAILING LISTS

This section demonstrates the application of abstract interfaces on a more realistic exam-
ple. The specifications and design were developed by John Guttag, Barbara Trombka, John
Shore, David Weiss, and the author.

Many organizations maintain lists of addresses. In simple applications the whole list is
used to generate a set of mailing labels or "personalized” letters. Other applications invoive the
selection of addresses of people who are more likely to be interested in the contents of the
mailing. For example, an advertiser who wished to offer a new magazine called Tax Loopholes.
might want to select those addresses that indicate a medical degree. Other advertisers might
want to select all entries within a certain geographic area or 1o select those addresses with
specific first or last names.

The lists themselves are obtained from many sources and are generally delivered on a
medium such as magnetic tape in a format that corresponds closely to the actual printing for-
mat of the label. Lists obtained from different sources will not usually be in the same format.

A mailing-list processing system is an example of an embedded system (one subject to
arbitrarily changing constraints), albeit one in which the constraints on the system are not as
strict as in some other situations. The input format is determined by the systems that pro-
duced the tapes; the output format is considerably constrained by the requirements of the po-
stal systems in which the mail will be deposited.

In this example we assume that we are dealing with mailing lists in which all of the ad-
dresses are of persons within government organizations. Even with this assumption, we cannot
assume the input or output formats to be known. Figures 2 and 3 show two possible formats
for addresses — the formats are defined by "fill in the blanks" forms. Were we to procure a
large set of programs to process address lists, we would want to reduce the likelihood of major
changes in the programs being caused by predictable* changes in the input or output format.

To apply our abstract interface methodology, we must list those properties of the ad-
dresses to be processed that can be expected to remain true. This list of assumptions would
then be circulated to all concerned for approval or rebuttal. For our example an intial list of
assumptions might be as shown in Fig. 4.

*In most situations a predictable change is one that the designer had no good reason to consider impossible
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PLLL] CLIITTTTITITTITITT]

\ Title (e.g., Mr.,
Ms., Dr., CAPT)

AENEPEEESENNSEREERAN

Branch or Code

BEN NSRRGSR

Command or Activity

0 A

Street address or P.O.

[ct}leTIIIHllTJIlIIIH

State Zip, APO, or FPO

If civilian employee, entcr GS-level (contractors cntcr 00): m

1f member of military, enter branch of service ED:D

Fig. 2 — Possible format for addresses

T 0 O O O O O R

Command or Activity

[hITlJ[l';‘I_TTTTFTI W

reet address or P.O.

QIII]IITIIITIIIIIII]

belgldd Abl il ottt L L L L Ll L]

Civen Names (Firet, Middle Nameo)

HENNEEERERGRNRER

Last Name

I 0 T 0 O OO

Branch or e

If ctivilian employee, enter CS-lavel (contractors enter 00): m

If member of military, enter branch of service: EEII

Fig. 3 — Possible format for addresses
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The following items of information will be contained in
addresses and can be identified by analysis of the input
data; this information is the only information that will
be relevant for our computer programs:
e Last name
e First name
o Organization
e Street address
e City, state and zip code (single line with a comma between city and state)

Fig. 4 — Typical initial fist of properties that are assumed to remain true

We would hope that after such a list of assumptions was circulated, the following objec-
tions would be noted:

e Middle names may also be relevant (for example, to distinguish John Lyle Smith from
John David Smith).

® An jdentifier of an internal mail post or other internal organizational division (such as,
Code 5403, Information Systems Branch, etc.) may be relevant to some of the programs.

® A title such as Capt, Prof, Dr, Maj, etc. may be included in the address and be relevant
for some purposes. It is important that name and title not be confused.

e® Not all addresses contain the city and state and zip code in the single-line format as
described. Certain input data may contain the zip code at some other point in the address.
Further, in the addresses of military units overseas (APO NEW YORK 09175), the format is
not valid at all. Even if one is willing to construe APO as a city in New York, the comma is
not present.

e Certain organizations demand that civilian employees include their civil service grade,
and this information may also be relevant for some of the processing.

e Some data sets may contain the branch of service for members of the military. This
information is necessary in some applications because the title has different significance in
different services. (Compare the treatment given Marine captains with that given Navy cap-
tains.)

® Many of the above items will often be absent from an address.

These errors in Fig. 4 are simply indications that the addresses examined in drawing up
the list of assumptions had some properties that were not common to all the addresses that
might be encountered. The exceptions might even have been known to the person who drew
up the list, but he overlooked them. One purpose of compiling a list of assumptions and ob-
taining the approval of others in the organization is to increase our chance of finding such
oversights at an early stage, before they can do much harm.

A more realistic list of assumptions is shown in Fig. 5. These assumptions identify the
information that may be found in an address but make absolutely no statement about the posi-
tion within the address at which it may be found. A program that could be demonstrated to be

12
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The following items of information will be found in
the addresses to be processed and constitute the only
items of relevance to the application programs:

@ Last name
e Given names (first name and possible middle names)
e Organization (Command or Activity)

e Internal identifier (Branch or Code) Fig. 5 — List of assumptions that is
e Street address or P.O. box more realistic than the list in Fig. 4
e City or mail unit identifier

e State

e Zip code

o Title

@ Branch of service

e GS grade

Each of the above will be strings of characters in the
standard ANSI alphabet, and each of the above may be
empty or blank,

correct making only the assumptions given in Fig. 5 could be used on an address file that con-
tained addresses in scrambled formats. The assumptions are that the information can be found
and that no other information will be needed; they do not tell us how to find the information
or put any constraints on possible values.

The assumptions in Fig. S tell us that, if we have a file of addresses sequentially num-
bered, we can implement functions such as (a) FETTIT(), which is a string-valued function
that fetches the title to be found in the ith address in the file, and (b) SETTIT(,), where i
refers to an address in the file and s is a string. Calling SETTIT(i,s) has the effect that after-
ward FETTIT will return the string s.

These assumptions are not very strong, but they allow one to write any application pro-
grams that do not need to make assumptions about the lengths of the strings, the possible con-
tents of the strings, etc. An example would be a program that types out individualized form
letters ("Dear Capt. Smith, We were pleased to learn that you have achieved the rank of Capt
because now we can offer you...")*.

The assumptions enable us to define the abstract interface among all programs to be writ-
ten to process the address lists by the informal specifications given in Fig. 6 or the formal
specifications given in Fig. 7. Guttag [7] is a good introduction to reading the specifications in
Fig. 7.

*For many programs one would make additional assumptions. For example, one might assume that if a military rank is
given, then branch of service will be supplied, and that if a GS grade is provided, branch of service und a military rank
will not be given. Such assumptions should be stated explicitly, because programs that make them might function in-
correctly if the address file contains the address of a retired officer who still uses his title and branch of service but
now holds a civil service job.
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) FUNCTION: ADDCITY(CTR,STR) MODULE: ASM
1 A INPUT PARAMETERS:
N-__n_n T_yp_o Description
CTR Integer Number of address being accessed
STR String String to be stored as new CITY

field of address

FUNCTION VALUE TYPE: None
FUNCTION VALUE: None

EFFECTS: Stores string STR in CITY field of address CTR,
Error call if CTR < 1 or CTR FETNUM

FUNCTION: ADDCORA(CTR,STR) MODULE: ASM [ADD COMMAND OR ACTIVITY]
INPUT PARAMETERS:
— e

Name Type Description
CTR Integer Number of address being accessed
STR String String to be stored as new CORA

field of address

FUNCTION VALUE TYPE: None
FUNCTION VALUE: None

EFFECTS: Stores string STR in CORA field of address CTR
Error call if CTR < 1 or CTR FETNUM

FUNCTION: ADDGN(CTR,STR) MODULE: ASM [ADD GIVEN NAME)
INPUT PARAMETERS:
—_—

Name Type Description
CTR Integer Number of address being accessed
STR String String to be stored as new GN field

of address

FUNCTION VALUE TYPE: None
FUNCTION VALUE: None

EFFECTS: Stores string STR in GN field of address CTR.
Error call if CTR < 1 or CTR FETNUM

Fig. 6 — Informal specifications
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N FUNCTION: ADDGSL(CTR,STR) MODULE: ASM [ADD G S LEVEL]
INPUT PARAMETERS:
Name Ty_po Description
CTR Integer Number of address being accessed
STR String String to be stored as new GSL
field of address
FUNCTION VALUE TYPE: None
FUNCTION VALUE: None
EFFECTS: Stores string STR in GSL field of address CTR.
Error call if CTR < 1 or CTR FETNUM
FUNCTION: ADDLN(CTR,STR) MODULE: ASM [ADD LAST NAME]
INPUT PARAMETERS:
| Name Type Description
i CTR Integer Number of address being accessed
[ STR String String to be stored as new LN
| field of address
FUNCTION VALUE TYPE: None
FUNCTION VALUE: None
EFFECTS: Stores string STR in LN field of address CTR.
Error call if CTR < 1 or CTR FETNUM
| FUNCTION: ADDSERV(CTR STR) MODULE: ASM [ADD SERVICE BRANCH)]
| INPUT PARAMETERS:
Name Type Description
CTR Integer Number of address being accessed
STR String String to be stored as new SERV
field of address
FUNCTION VALUE TYPE: None
FUNCTION VALUE: None
EFFECTS: Stores string STR in SERV field of address CTR.
Error call if CTR < 1 or CTR FETNUM
: Fig. 6 (Continued) — Informal specifications
IV
S
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X FUNCTION: ADDSORP(CTR,STR) MODULE: ASM [ADD STREET OR P.O. BOX]
INPUT PARAMETERS: i
Name 112 Description
CTR Integer Number of address being accessed
STR String String to be stored as new SORP

field of address
FUNCTION VALUE TYPE: None

FUNCTION VALUE: None

EFFECTS: Stores string STR in SORP field of address CTR.
Error call if CTR < 1 or CTR FETNUM

FUNCTION: ADDSTATE(CTR,STR) MODULE: ASM [ADD STATE]
INPUT PARAMETERS:
Name 1_19_: Description
CTR Integer Number of address being accessed
STR String String to be stored as new STATE
field of address
FUNCTION VALUE TYPE: None
FUNCTION VALUE: None
EFFECTS: Stores string STR in STATE field of address CTR
Error call if CTR < 1 or CTR FETNUM
FUNCTION: ADDTIT(CTR,STR) MODULE: ASM [ADD TITLE]
INPUT PARAMETERS:
!a_n.: T—yg Description
CTR Integer Number of address being accessed
STR String String to be stored as new TIT E
field of address
FUNCTION VALUE TYPE: None
FUNCTION VALUE: None
EFFECTS: Stores string STR in TIT field of address CTR.
Error call if CTR < 1 or CTR FETNUM
Fig. 6 (Continued) — Informal specifications
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FUNCTION: ADDZIP(CTR,STR) MODULE: ASM [ADD ZIP CODE)

INPUT PARAMETERS:

Name Type Description
CTR Integer Number of address being accessed
STR String String to be stored as new ZIP

field of address
FUNCTION VALUE TYPE: None
FUNCTION VALUE: None

EFFECTS: Stores string STR in ZIP field of address CTR.
Error cali it CTR < 1 or CTR FETNUM

FUNCTION: INIT MODULE: ASM [/INITIATE]

INPUT PARAMETERS: None

Name Type Description

FUNCTION VALUE TYPE: None
FUNCTION VALUE: None

EFFECTS: Initializes storage array by declaring size and dimension and setting
flags for maximum number of addresses allowed J

FUNCTION: FETBORC(CTR) MODULE: ASM [FETCH BRANCH OR CODE]

INPUT PARAMETERS:

Name Type Description
CTR Integer Number of address being accessed

FUNCTION VALUE TYPE: String
FUNCTION VALUE: BORC field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

Fig. 6 (Continued) — Informal specifications

e




-

FUNCTION: FETCITY(CTR)
INPUT PARAMETERS:
Nowe Tyee
CTR Integer
FUNCTION VALUE TYPE: String
FUNCTION VALUE: CITY field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

D.L. PARNAS

MODULE: ASM [FETCH CITY]

Description *

Number of address being accessed

FUNCTION: FETCORA(CTR)
INPUT PARAMETE
Name Type
CTR Integer
FUNCTION VALUE TYPE: String

FUNCTION VALUE: CORA field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

MODULE: ASM [FETCH COMMAND OR ACTIVITY]

Description

Number of address being accessed

FUNCTION: FETGN(CTR}
INPUT PARAMETERS:

Name Type

CTR Integer
FUNCTION VALUE 'PE: String
FUNCTION VALUE: GN field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

MODULE: ASM [FETCH GIVEN NAME |

Description

Number of address being accessed

Fig. 6 (Continued) — Informal specifications
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FUNCTION: FETGSL(CTR) MODULE: ASM [FETCH GS LEVEL)

INPUT PARAMETERS:

Name Type Description
CTR Integer Number of address being accessed

FUNCTION VALUE TYPE: String
FUNCTION VALUE: GSL field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

FUNCTION: FETLN(CTR) MODULE: ASM [FETCH LAST NAME]

INPUT PARAMETERS:

Name Type Description

CTR Integer Number of address being accessed
FUNCTION VALUE TYPE: String
FUNCTION VALUE: LN field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

FUNCTION: FETSERV(CTR) MODULE: ASM [FETCH SERVICE]

INPUT PARAMETERS:

Name Type Description

CTR Integer Number of address being accessed
FUNCTION VALUE TYPE: String
FUNCTION VALUE: SERV field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

Fig. 6 (Continued) — Informal specifications
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FUNCTION: FETSORP(CTR) MODULE: ASM [FETCH STREET OR P.O. BOX]
INPUT PARAMETERS:
Name Type Description
CTR Integer Number of address being accessed

FUNCTION VALUE TYPE: String
FUNCTION VALUE: SORP field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

FUNCTION: FETSTATE(CTR)

INPUT PARAMETERS:

Name Type
CTR Integer
FUNCTION VALUE TYPE: String
FUNCTION VALUE: String
FUNCTION VALUE: STATE field of address CTR

EFFECTS: Error call if CTR < 1 0or CTR > FETNUM

MODULE: ASM [FETCH STATE)

Description

Number of address being accessed

FUNCTION: FETTIT(CTR)
INPUT PARAMETERS:

Name Type

CTR Integer
FUNCTION VALUE TYPE: String
FUNCTION VALUE: TIT field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

MODULE: ASM [FETCH T/ITLE]

Description

Number of address being accessed

Fig. 6 (Continued) — Informal specifications
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FUNCTION: FETZIP(CTR) MODULE: ASM [FETCH Z/P CODE)

INPUT PARAMETERS:

Name Type Description

CTR Integer Number of address being accessed
FUNCTION VALUE TYPE: String
FUNCTION VALUE: ZIP field of address CTR

EFFECTS: Error call if CTR < 1 or CTR > FETNUM

FUNCTION: SETNUM(N) MODULE: ASM [SET NUMBER]

INPUT PARAMETERS:

Name Type Description

N Integer Number of addresses read
i FUNCTION VALUE TYPE: None
FUNCTION VALUE: None

EFFECTS: Sets number of addresses actually stored.

FUNCTION: FETNUM MODULE: ASM [FETCH NUMBER]

INPUT PARAMETERS: None

Name Type Description

FUNCTION VALUE TYPE: integer
FUNCTION VALUE: Number of addresses stored by ASM

EFFECTS: None

Fig. 6 (Continued) — Informal specifications




MODULE: ASM

SYNTAX

INIT:
ADDTIT:
ADDGN:
ADDLN:
ADDSERV:
ADDBORC:
ADDCORA:
ADDSORP:
ADDCITY:

ADDSTATE:

ADDZIP:
ADDGSL:
SETNUM:
FETTIT:
FETGN:
FETGN:
FETLN:
FETSERV:
FETBORC:
FETCORA:
FETSORP:
FETCITY:

FETSTATE:

FETZIP:
FETGSL:
FETNUM:

asm
asm
asm
asm

D. L. PARNAS

asm
integer
integer
integer
integer
integer
integer
integer
integer
integer
integer
integer
integer
integer
integer
integer

Tl b P 2 e ¢ DG G 5G E x XE X

integer
integer
integer

L

integer

b

integer

{

integer
integer =
integer =5
integer -

J X X X X X X X X X X X X X X X X X X X X X X X X |}

integer

Fig. 7 — Formal specifications
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string
string
string
string
string
string
string
string
string
string
asm *
string
string
string
string
string
string
string
string
string
string
string

string
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asm
asm
asm
asm
asm
asm
asm
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Explicit parameters: Integer addr and string str

Implicit parameters:

Type Name Default
asm asm System asm

*Function value type:<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>